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Abstract

Two-dimensional electrophoresis (2-DE) provides a rapid means for separating thousands of proteins from cell and tissue samples in
one run. Although this powerful research tool has been enthusiastically applied in many fields of biomedical research, accurate analysis
and interpretation of the data have provided many challenges. Several analysis steps are needed to convert the large amount of noisy dat:
obtained with 2-DE into reliable and interpretable biological information. The goals of such analysis steps include accurate protein detection
and quantification, as well as the identification of differentially expressed proteins between samples run on different gels. To achieve these
goals, systematic errors such as geometric distortions between the gels must be corrected by using computer-assisted methods. A wide
range of computer software has been developed, but no general consensus exists as standard for 2-DE data analysis protocol. The choice c
analysis approach is an important element depending both on the data and on the goals of the experiment. Therefore, basic understanding
of the algorithms behind the software is required for optimal results. This review highlights some of the common themes in 2-DE data
analysis, including protein spot detection and geometric image warping using both spot- and pixel-based approaches. Several computational
strategies are overviewed and their relative merits and potential pitfalls discussed. Finally, we offer our own personal view of future trends
and developments in large-scale proteome research.
© 2004 Elsevier B.V. All rights reserved.
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1. Introduction inate from both biological variation (corresponding to the
true differences between different cell types, tissues or indi-
Proteome is defined as ‘the proteins expressed by aviduals) and technical variation (corresponding to systematic
genome’, and proteomics can be defined as ‘the large-scalenoise from the technique itself). Therefore, the gels may rep-
study of proteins’. Therefore, one of the basic requirements resent spatial variability within them so that the same protein
for proteome studies is the need for a separation method thakpots may have different location in different gels. The main
is capable of separating very complex protein mixtures, evensources of experimental noise contributing to such distor-
many thousands of proteins in one experiment. In addition, tions are due to the differences in sample composition, casting
the method must allow for protein quantification after sepa- and polymerization in addition to 2-DE gel running, staining,
ration and recognition of the proteins that change as a func-and scanning. Several confounding factors in 2-DE technique
tion some stimulus. Two-dimensional electrophoresis (2-DE) have been identified such as the structure of the polyacry-
dates back to 197H], but it is still considered as the best |lamide net, the characteristics of the transporting solute, the
method available to fulfil these requirements. In 2-DE, pro- solvent conditions, and the nature of electric field ugdd
teins are separated according to their charge and size, respec- In the present paper, we survey the main concepts behind
tively, into distinct spotsin a polyacrylamide gel. The location the software packages for 2-DE gel analysis, with particular
where the protein migrates during separation is characteristicfocus on the image analysis methods, which aim at adjusting
for that specific protein, and the size and intensity of the spot for any systematic geometric distortion inherent in the digi-
is related to the amount of the protein. In proteome studies, tized images. In order to understand these correction meth-
separate 2-DE gel is run from every sample, and the result-ods it is necessary also to have a basic understanding of spot
ing gels are compared to find differentially expressed pro- detection that often precede the spatial correction step, see
teins between samples. After comparison analysis the spotsrig. 1 The objective of spot detection is to find the meaning-
of interest can be cut out from the gel and the correspondingful real protein spots on individual gels, and examine their
proteins identified by using other technigues, most often by quantification characteristics, including density and amount
mass spectrometry (MS) and database seaiefes of protein in a spot. In case of comparison studies, a funda-
Visualization of the proteins in 2-DE gels after elec-
trophoretic separation can be done with several different tech-
nigues, e.g. by Coomassie Brilliant Blue (CBB) staining, sil-
ver staining, or by using fluorescent dyes such as SYPRO
Ruby. In cases where the proteins have been in vivo labelled
with radioactive isotopes, such®S or32P before 2-DE, also
autoradiography detection can be used. The traditional CBB 3 \

Acquisition
of gel images

stains almost all the proteins with good quantitative linearity, __| Spot detection Pixel-based
. . . .. and quantification image warping

but the sensitivity of CBB is not very good. Silver staining

can detect protein amounts even in the sub-nanogram level

(down to 0.2 ng), but for quantification it suffers from low Spot-based Spot detection

linear range of the stain. Also, due to technical reasons it is image warping and quantification
difficult to stain gels into the same total intensity. Fluorescent
dyes are at present almost as sensitive as silver staining, and
they have wide linear dynamic range for quantification. How-
ever, these stains are expensive and require special equipment ~ —*| Spot matching Spot matching
for visualization of the proteins after staining. Radioactive la-
belling is the most sensitive detection method and also best for

guantification, but it requires living cells as starting material, Evaluation
and therefore many other biological sample types cannot be of differential
used in combination with this method. 984] for reviews expression

of visualization techniques.
Even though 2-DE has beenthe true Working horse in most Fig- 1. The two main approaches to the computer-assisted analysis of 2-DE
proteome studies published so far, it suffers from some draw- ?e's' First, spot-based analysis, where the spot detection is the basic step
. . ollowed by correction of geometric distortions (image warping) and spot
backs. The separation method requires a lot of manual Workmatching (the left-trajectory). Itis customary to introduce user-defined land-
and itis difficult to produce reproducible 2-DE gels even from mark spots to help image warping, whereas fully automatic spot matching
the same sample. Comparison analysis of digitized 2-DE gelsmakes the spatial correction implicit in the method. Second, pixel-based
is most often done with specialised software, but it is still not analysis performs spatial correction directly from the raw images, and op-
a trivial task as a single gel may consist of many thous‘,ju,]dstl_onal spot detection and eva_luatllon of differential expression rely on it (th_e
. . . right trajectory). Spot detection in some form should be employed also in
of noisy SpOftS_. One of the major obstacles when analyzmg pixel-based methods if the aim is to provide protein quantification infor-
2-DE gels originates from the complex nature of the @aita mation or to pair the proteins between gels automatically rather than using
The changes in observed data between different gels orig-graphical displays.
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mental objective is to discover any differential expression be- CHO). Other commercial software available include Phoretix
tween the samples run on a series of 2-DE gels. Gel matching2D and Progenesis (Nonlinear Dynamics Ltd.).
seeks to perfectly align the corresponding proteins in differ-  The third generation of analysis algorithms appeared be-
ent gels using methods from correspondence analysis. Geocause of the fast decrease in hardware prices, the availabil-
metric distortions of the protein patterns may complicate gel ity of efficient scanners and graphical workstations, the dra-
matching considerably and image warping is often used to matic increase of computation power and the availability of
reduce these deformations. Image warping seeks to define @iological databases through Internet. These changes have
smooth transformation from one gel image to another, where caused major revisions to existing gel analysis software and
the geometric relationship between gels can be learned manuthe appearance of new easy-to-use software that provide so-
ally from user-defined landmark spots or automatically from phisticated data visualisation and downstream analysis tools.
specificimage features. Approaches toimage warping (orim- We will describe in particular some features of Melanie I
age registration) can be broadly divided into two categories [7] (based on Melanie), CARO[17] (fully automatic), Z3
(Fig. 1. In the customary analysis workflow, spot features [18] (hybrid pixel/spot-based) and MIRL9] (pixel-based
are first extracted from the images and the warping processmethod). These algorithms utilize the advances from image
is applied to them, while in the other category, the warping processing, computer vision and machine learning research
process is applied directly to the intensity profiles of the two to allow efficient treating and accurate comparison of 2-DE
images under comparison. gel image data with increasing complexity. Other features of
the recent analysis packages include possibility to link infor-
mation at different levels, e.g. management of mass spectro-
2. Software packages metric and 2-DE data in an integrated way, and the portability
to many different levels of hardware platforms, ranging from
As the 2-DE experiments result in a wealth of noisy data, efficient workstations to PCs. A rather comprehensive list of
efficient utilization of this technique relies on the use of au- 2-DE analysis packages on the market today along with their
tomated image processing techniques. Therefore, the overalspecific features is presented elsewH2.
success of the 2-DE-based proteome research depends criti-
cally on the accuracy and the reliability of the analysis soft- 2.1. Geometric distortions
ware used to process the data. Moreover, the software has a
profound effect on the interpretation of the results obtained  Although the advances in 2-DE technology have sig-
and on the amount of user intervention needed during thenificantly improved the reproducibility of 2-DE results,
analysis task. The inherent sources of both biological and gel-to-gel variability still exists such that the spot patterns in
technical variation in the experiments pose a great challengedifferent gels cannot be directly superimposed. Geometric
forthe analysis algorithms to cope through the multistage pro- distortions introduce differences in coordinates of two
cess involving steps like contrast enhancement, backgrounddentical points in the reference and distorted gel. Let
subtraction, artefact removal, spot segmentation, expression(xR, yR) and P, yP) represent the- and y-locations of

1

quantification, landmark pairing, image warping, automatic the corresponding point on the reference gel and distorted

matching, and finally identification of the differential pro- gel, respectively, forN positionsi = 1,2, ..., N. Then
tein expression between samples under different experimen-+the distortion vector connecting the two locations can be
tal conditions. represented by polar coordinates®y, 6RP), where the

With the risk of oversimplifying the matters one can sep- Euclidean distance between the positions is:
arate three generations of software for 2-DE gel ana[y$is
The first generation, dated to the second half of seventies and-R° = \/(xiR —xP)? 4 R — Dy, )
early eighties, used mainframes and minicomputers mostly
without a programmable graphical interface. EL3&9],
GELLAB [10,11] TYCHO[12], and LIPS13] will be men- R_,D
tioned here as examples belonging to this early era The fa-G,RD = arctan(%) . (2)
cilitated use of graphical user interfaces such as XWindows T
and the development of modern operating systems such asyariation in these two features over all positiorsL,2,. . ., N
Unix enabled the revision and design of second generationcan be used to quantify the complexity of the transformation

analysis systems in the late eighties. These software were ofyetween the coordinate systems at different locations of the
ten developed in innovative research laboratories and run insyperimposed gels. The average squared error:

general-purpose hardware and software environments. Com-

puter methods such as Elsi¢i4l] (based on Elsie), Melanie ro 1 al RD\2
[15] (based on Elsie-4), and QUES$IE] are representatives N Ty Z (ri™)
of this generation that will be discussed here. Some of these
early software were also turned into commercial products, provides a measure of overall degree of geometric distortion
such as PDQuest (based on QUEST), Kepler (based on TY-between the gel pair.

and the angle relative to the horizontal axis is:

®3)

i=1
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Three basic types of geometric distortions were previ- can be tested by comparing automatically segmented spots
ously characterized: unordered, ordered and translationalto manually counted “real” protein spots, quantification
[21]. Unordered distortions do not show any specific overall by analysing a dilution series or artificial images, and
pattern in the distribution of distortion vectors but some spot matching by aligning distorted gels with the original
level of order can be found in local regions. In the ordered ones. However, as the absolute truth behind the tests is
pattern, the distortion vectors show the same direc&ﬁiﬁ typically unknown and the results highly depend on the data,
but the Iengtr‘riRD is dependent on the position on the gel. the effectiveness of a package cannot be evaluated reliably
Translational patterns are typically caused by gel shifts that without comparing it to other methods using the same data. It
produce similarel.RD and riRD values over the whole gel. istherefore recommended that the investigators do not make
Panek and Vohradskobserved that the geometric distortions  strong claims regarding the significance of new algorithms
were independent of electrophoretic conditions and other without comparing them first to more standard methods.
experimental parameters used in their t¢21g. However, An early study by Myrick et al. compared Visage 2000
it is quite usual that the distortions observed in 2-DE gels and Gellab-Il analysis systems within a set of 29 silver-
cannot be classified into one of these categories, but the gelstained 2-DE gels from the study of urinary protej@s].
represent all types of distortions coextensively, resulting in They evaluated the software with respect to spot detection,
both global and local geometric distortions. For instance in quantification, and matching individually, whereas rigorous
Fig. 2 the examples show rather large global shifts towards inter-system comparison was presented for quantification
upper left in general, but also severe local differences are of nine selected spots only. Mahon et [@4] evaluated the
observed, where the distortion vectors at different locations reproducibility in quantification of the Phoretix 2D software
of the gel may be quite dissimilar or even opposite. There- with CBB staining using multiple scans of the same gel.
fore, the geometric relationship between the gel pair can beHowever, no comparison to other software or staining was
described accurately within a local neighbourhood only. presented, reducing the significance of these results for

Giventhe problemsinthe reproducibility of the 2-DE data, software selection. A more comprehensive comparison of
comparative analysis can be a very tedious task even with thethree analysis systems, Progenesis, Z3 and PDQuest, in
modern 2-DE software packages. In order to make the prob-spot detection and quantification, was performed by Nishi-
lems caused by geometric distortion to the gel comparisonshara and Champiof25]. They used 2-DE gels stained with
more concrete, we shortly cite the research conducted by VossSYPRO Ruby to analyzgéscherichia colproteins in a design
and Haber[22]. The authors studied the efficiency of spot where a cell extract was serially diluted to seven different
matching using a set of 49 gels produced from mononuclearprotein levels spanning a 1000-fold range. This titration was
cells extracted from human blood. They found that only about repeated four times and the 28 samples were loaded onto
90-95% of all spots could be matched in Melanie Il software separate gels. The three programs produced similar numbers
for gels that were produced from the same sample and run inof spots among the replicates. The coefficient of variation
parallel. Overall matching efficiency dropped to 8.9% when (CV) in their spot detection reproducibility ranged from 4 to
counting all the spots that could be matched in at least 40 11%, with the exception of the lowest protein load (@dJ,
gels. When selecting one gel as a reference gel and matchingvhere more proteins were around the detection threshold.
all the other gels against this gel, they achieved a pair-wise The reproducibility in spot quantification as evaluated
matching efficiency of 89% despite manual landmarking. The within a set of 20 selected proteins was also comparable
matching efficiency could not be improved by increasing the across the three programs, with CVs ranging from 3 to 33%,
number of landmarks used for the alignment. Hence, it be- where again the higher values were for proteins of lower
comes very difficult to perform gel comparisons with multiple abundance. Linearity of dilution series was demonstrated
gels as only few spots can be matched in all gels. Voss andwith only single known protein in PDQuest and Progenesis.
Haberl attributed these problems to severe geometric distor- Raman et al[20] compared a spot-based method Melanie
tions both in local and global scale between spot patterns and(version 3.0) and a pixel-based method Z3. In spot detection,

to the poor spot detection due to silver stainjag)]. they used as a test material two 2-DE gels provided by the
software companies, where the spots were counted manually
2.2. Software comparisons in order to assess the matching performance reliably. A set

of 12 synthetic gels with Gaussian-shaped spots of known

Since the commercial packages for 2-DE data analysis volume was used to test the spot quantification. The former
are nowadays closed source and they are based only parthgels were also distorted by using ‘height decrease’ and
to the original academic developments without detailed ‘centre pull’ distortions in various degrees to produce a set
implementation available, evaluation of software products of nine reference-distortion pairs for testing spot matching.
must be based on a set of tests that imitate the commonlin spot detection, Z3 performed better than Melanie. The
practical problems encountered over the data analysisresults in spot matching depended on the type of distortion.
pipeline. Results obtained from such evaluations can be For geometric distortions, Z3 gave better results, whereas
assessed directly through expert scorer or indirectly throughin non-geometric distortions, the packages performed
replicate experiments. For instance, spot detection capabilitycomparably. Melanie was better in spot quantification. They
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Fig. 2. Three examples of geometrical distortion between gel pairs, reproduced from [34]. Left panel: distortion vector plot, where the staoto§tones

the location of the spot on the reference gel (R) and the end on the distorted gel (D). THere &4é manually matched points in the figures. Right panel:

vector distribution plot, where the starting point of the vectors is shifted to the origin and the endpoints are marked as dots. The arrow irglimadsen
distortion vector. Standard deviation (S.D.) both for the vector lerffthand its angl@RP is marked within the pictures (ségs. (1) and (2) The overall
level of geometric distortion varies markedly across the three example pairs, as measured using average squaed3)rea)ERP = 78.205, ()ERP =

94.123, and (cERP = 99.000. The unit in the figures is millimetres. Reproduced with permission from [34].
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also published their test material to build a standard test pre-processing methods are naturally strongly dependent on
benchmark for other comparisons studies. Rosengren et altheir adjustable parameter values.
[26] utilized the same test procedure and material as Raman The second problem in reliable detection of spots is due
et al. in a comparison between PDQuest (version 7.0.1) andto the difference in the mobility in the two orthogonal elec-
Progenesis (version 2002.1). In addition, they used threetrophoretic dimensions that usually results in spots that do not
real-life gel sets including repetitions from the same sample, appear as ideal rounded forms. Although it has been asserted
samples after different treatments, and artificially distorted that the principal form of the density distribution of spots
gels. Both of these programs perform an automated spatialis the two-dimensional Gaussian type, in practice, spots can
correction without user-specified landmarks. Although there be oblonged or may even have long tails in both directions.
was no significant difference between PDQuest and Progen-Therefore, more complex spot models should be exploited in
esis, it was observed that both packages were sensitive to thespot segmentation to improve the sensitivity. The third prob-
adjustable parameters with respect to the tendency of findinglem is caused by the existence of true overlapping or touching
true positive and false positive spots. When comparing to the spotg28]. In the case of complex spot patterns, simple thresh-
results of Raman et g20], Z3 was found to be the bestin  olding rarely works in practicgl0]. This will impose major
spot matching. Spot quantification was distinctly more ac- challenges to the matching step as complex spot region may
curate with Progenesis and PDQuest than with Melanie andbe interpreted as a single spot in one gel whereas in another it
especially Z3. may be separated into several different partially overlapping
spots. For those cases it may be advantageous to have sev-
eral alternative interpretations of complex spot patterns as in
3. Spot detection CAROL systenm29].

A principal goal of 2-DE technique is to discern individ- 3.1. Spot segmentation
ual protein spots from the gel images, followed by biological
guestions concerning whether the same protein occurs inthe The aim of the segmentation process is to define the lo-
gels of interest. Therefore, it is quite natural that the funda- cation, boundary and intensity for each spot presentin a gel.
mental step in the traditional workflow of 2-DE data analysis Early methods often applied nonparametric models for spot
is the spot detection process and the subsequent steps areentre detection, based on Laplacian transform and second
based on the gel-specific lists of spot coordinafés.(1). By derivatives, and parametric models for spot modelling, such
spot detection itis possible to reduce the amount of data fromas Gaussian functions and 2D polynomials. The spot seg-
millions of image pixels to some thousands of spot-features. mentation method of the GELLAB systd(iD], for example,
This was considered crucial when computational power was relies on the properties of derivatives on smooth surfaces and
not as high as today. Recently, there have been a growingthe interpretation of the intensity table as a three-dimensionall
number of studies suggesting that the traditional workflow surface. The idea is to recognise peaks of the surface and seg-
may not be the optimal one. Instead, the gel comparison pro-ment them according to the changes of the inclination when
cess can be applied directly to the raw data acquired from themoving down-hill, sedrig. 3. The second derivativieof the
gels (seeSection 4.2 Nevertheless, whether a spot-based intensity functionl in a chosen direction has typically three
or pixel-based method is used, some sort of spot detectionpeaks: one large corresponding to the spot centre and two
from the gels must be used in order to enable protein-specificsmaller ones at the foot of the peak. Boundary of the spot
guantification information. is determined by the points of the smaller maxima. On the
There are three major problems in accurate spot detection.detailed technical level, the spot segmentation still contains a
The first problem is concerned with the technical noise orig- number of steps aiming at separation of touching or overlap-
inating from the image acquisition process. In Melanie sys- ping spots, removing concavities and filling corners of spots.
tem, for example, smoothing with local kernel can be used to The basic idea in separating spots is to perform the segmen-
reduce high frequency noise inherent in the acquired imagestation as a two pass process where the first pass restricts the
and histogram equalization and contrast enhancement are opboundaries to the points whefebecomes increasing, mark-
tions toimprove the difference between spots and backgrounding these pixels belonging to spot core regions. The second
[27]. After noise removal, background subtraction is applied pass expands the cores to regions wheragnitude function
to eliminate meaningless changes in the gel background in-has its second local maximgig. 3).
tensity level. The background varies in different parts of the  Inthe Elsie-4 systerfi4], the spots are detected by thresh-
gel causing disappearance of weak contrast spots or merg®lding the so-called peakedness values at each point instead
of nearby saturated spots. Melanie estimates the backgrounaf the original intensities. I¥/(x, y) stands for a smooth sur-
by fitting the pixels located outside the spot regions with a face fitted over the raw intensity observatidyene can define
third-order polynomial functiorfi27]. More advanced tech-  the peakedness dfas the negative of the Laplacian:
nigue originates from mathematical morphology, where the 2 2
background variability is estimated by sliding a structuring p — _ (3_V + 8_V) )
element, so-called ‘rolling ball’, under the imaggj. The W2 ay?

(4)
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Fig. 3. The use of the second derivatidor distinguishing the spot region
from the intensity surface of an imageReproduced with permission from
[10].

By stepwise thresholding th(x, y) values one can effec-
tively separate spots that touch each other. Melanja1)]
performs the spot detection by a modification of the Lapla-
cian thresholding and second derivatives. A poxy) with
intensityl(x, y) and LaplaciarP(x, y) belongs to a spot if

(0
min (ﬁl(x, y) - Cx,

—P(x,y)— L >0.

2

ad
WI(X’ y) — Cy) >0 and

(®)

Here, positive constants C; andC, are thresholds for the
Laplacianimagekg. (4)), and for the second derivative along
thex- andy-axis, respectively. For saturated pixels, the con-
ditionin Eq. (5)is modified accordinglj27]. A disadvantage

of these edge detection algorithms is the possibility of false
detection of artefacts if their boundaries have similar char-
acteristics to those of real protein spots. Subsequent manu
removal and editing of the spots can be laborious and it in-
troduces also undesirable subjectivity to the analysis.

Recently, other methods have been suggested that over

come some limitations of simple edge detection. A popular

31

Watersheds

Waterline

Fig. 4. Operation of the watershed transformation. Modified with permission
from [17].

the 2-DE gel pixel intensities[17]. The assumption is that
valleys of the gradient image correspond to the requested re-
gions whereas the ridges define the boundaries of a region.
The WST results in well-located closed contours, but also
in tendency for strong over-segmentation due to experimen-
tal noise creating false minima. To exclude the false regions
among the candidate ones, CAROL considers only regions
with convex curvature, thus satisfying.

Z I"(x,y) > 0.

(x.y)eR

(6)

The merging process of partial spot regions continues by re-
quiring that each valid spot should have an approximately
elliptical shape as assessed wjthtest[17]. Such iterative
approach is feasible these days because of increased compu-
tation power available.

3.2. Spot quantification

After defining the boundaries of spots, the next step is
to determine their quantification features such as area, vol-
ume and density. Spot quantification can be achieved using at
least two approaches: parametric and non-parametric meth-
ods. Perhaps the most popular parametric model used for 2-
DE spot quantification is the two-dimensional Gaussian func-

tion. In QUEST systerfil 6], for instance, Gaussian curve is

afitted to each spot optimizing the locatiox, §), amplitude

A, and deviation along the axes,,0,). A special care must

be paid here to the modelling of overlapping spots, which
is done automatically by iterating the surface estimation and
subtracting Gaussians of overlapping spots. The estimated

method for spot segmentation in pattern recognition researchCUTVe can be integrated to yield the parametric volume of the

is the watershed transform (WYBP]. Imagine drilling holes

in each local minimum of the landscape and immersing it into
a lake, sed-ig. 4. The resulting ‘watersheds’ define the op-
timal contours of objects under investigation. CAROL sys-
tem uses the WST on the surface of the first derivative of

spot
PV 7

In addition, QUEST includes also a possibility of manual in-
tervention to combine a mixture of Gaussian curves to present

= TA0yOy.
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a single spot, whereupon the total volume is calculated by are used as anchors for the distortion correction process, and
summingEq. (7)over all the components. they are frequently used as starting point for matching as well.
Non-parametric spot quantification considers the intensi- Landmarks are often among the largest spots, and a general
ties| inside the segmented boundaries of each spot regionrecommendation is to select them so that they cover the gel
R. Melanie Il systenf27] allows the calculation of several evenly[11]. One can also choose those landmarks spots that
non-parametric quantification features in addition to Gaus- are supposed to facilitate the recognition of corresponding
sian fitting. Examples of these include optical density: spot patterns in the reference and test gels. In some analy-
sis systems, the selection of landmarks is automatized, thus
Oob = m%fyg(exk Y) (8) removing some of the manual labour.

) Pixel-based methods perform the image warping directly
and non-parametric volume: on the raw data, by considering the image as a surface formed
NV — Z I(x. y). ©) :)gciziej Fs)ixel i_ntensitie_s, rather than indirectl_y by using the de- _

pot lists. The images can then be displayed in an over

()€ R laid fashion using a colour scheme to highlight the intrinsic
Values of PV, OD, and NV are typically normalized by the structural differences between the gel p4ir8]. The moti-
overall value over the gel when quantifying individual protein vation for such direct methods comes from the observation
expression. It has been shown that the relative volumes pro-that spot-based methods use only a fraction of the available
vide more accurate estimates of the true protein am@at information from the images when going through an inter-
However, none of the features consider background stain lev-mediate and often noisy step of spot detection. When basing
els and they all have a limited range of linearity. To overcome the warping on the raw pixel values, numerous additional
these problems Dutt and L§&2] introduced a composite of  features, such as spot shape and intensity spread, that are
the area and volume features, so-called scaled volume (SV).otherwise lost in the spot detection, are available for correct-
Calculation of the SV values, however, requires manual edit- ing geometric distortions. This approach is computationally
ing for selecting spots that are not of interest (e.g. technical rather demanding as the intention is a shift in complexity

artefacts). from spot detection to the image warping phase. It was not
until recently when the computational power became cheap
4. Image warping enough for allowing direct registration methdds].

In a typical research setting, the principal goal of 2-DE 4.1. Spot-based warping
analysis is the identification of differentially expressed pro-
teins between samples run on different gels. An important  Traditional methods for spot-based warping often use
prerequisite for efficient gel matching is therefore the image polynomial functions to align the spots in two gels, whereas
warping step, where the geometric relationship between thenowadays it is know that such global approach is incapable of
gels is modelled through a transformation which maps all modelling the complex geometric distortion inherentin 2-DE
positions in one image to positions in a second image. This gels. In polynomial warping, we assume that the geometric
problem arises in many image analysis problems, whetherrelationship between the two coordinate systems, reference
one seeks to remove geometric distortions, to register an im-(R) and distorted (D), can be modelled by a linear combina-
age with a reference, or to align several images.[3884] tion of givenM functions:
for general surveys on image warping and registration tech- y
niques. The choice of the warping function is a compromise
between a smooth transformation and one which achieves axR - Zajff(xD’ »P) and %= ijff(xD’ ).
good match. While the latter aims at maximizing the sensi- =1 =1 (10)
tivity of the matching process, the first one can be used to
control for the specificity of the matches; function with too GivenN known spot pairs;«(,R, yl.R) and (xP, yP), obtained ei-
many adjustable parameters can be easily overfitted to matchther from manual landmarking or automatic spot pairing, the
a limited set of corresponding locations only. coefficientsa; andb; can be determined by minimizing the

Warping of the 2-DE gel images can be carried out by error function inEg. (3), provided thalN > M [35]. The basis
two different approaches: spot-based and pixel-based meth{functions{fi, f2, . . ., ;) can be widely non-linear functions
ods. Spot-based methods start with the given list of detectedon bothx andy, but typically low-order monomial functions
spots and the actual warping then considers the spots as in-f;(x, y) = x"/y"/ are used to ensure the smoothness of the
dividual points and the task is to find a transformation that warp. For polynomial functions of order, there areM =
maps the gels in question to resemble each other. This pro-(n + I)(n + 2)/2 coefficients to be determined for both di-
cess often involves the use of so-called landmark points to mensions. The early version of ELSJ, for example, used
guide the search of a good transformation function. These arelinear warping functions, that is,= 1, and therefore three or
point pairs that the user manually determines to correspond inmore reference points (landmarks) must be providaseR
the different gels. In the semi-automatic systems, landmarksand Vohradsk experimented with various number ofand



T. Aittokallio et al. / J. Chromatogr. B 815 (2005) 25-37 33

demonstrated that the best polynomial degree mvas3 in and f;(y) = y"/. A polynomial of the orden can now be
their test materig21]. estimated by using at leakst = n + 1 landmarks. This sim-

Because in multiple gel comparisons the polynomial coef- plication is applied, e.g. in Melanie [R7]. However, it is
ficients are determined several times, itis sometimes useful toevident that there are cases where such global transformation
use simply monomials of one variable only, if5(x) = x™/ with low-order polynomials cannot correct the local geomet-

ric distortions, sed-ig. 5. As poor warping results increase

PT1 the complexity of the matching phase, several improvements
to this global scheme have been developed. In TYCHO sys-
- - tem by Anderson et a[12], the gel warping is performed
N - “ * by a series of local deformations whose effect decline expo-
nentially with respect to the distance to the centre point. In
. . P QUEST system by Garre]$6], there are three different ways
. . o of performing the polynomial transformations. For densely-
. populated neighbourhoods, the warping is simply the average
b, shift between the two coordinate systems (). For sparser
R N o8 areas, both translational and scaling factors are computed (
s =1). In distorted regions, second order correction factors are
ad also generatedn(= 2). Such local transformations should
3 facilitate the correction of local geometric distortions, pro-
e T sis tete vided that the correction model is flexible enough for all the
deformations observed in the 2-DE gel pairs.

To satisfy the need of more flexible distortion correction,
several authors have tested new methods to warp 2-DE gels,
originating mainly from image processing research. Horgan
et al.[36] compared thin plate spline (TPS) transformation
< to the global linear polynomial warping. TPS incorporates an
extra function that allows nonlinear bending of the gel coor-
4 dinates[37]. As expected, TPS transformation led to better

matching results, perhaps due to the fact that TPS provides
d exact matching of the training spots used. Salmi ef34]
T designed an approach to multiresolution, piecewise bilin-
s . . ear mapping, using so-called hierarchical grid transformation
— (HGT). The idea of HGT is to iteratively subdivide the ini-
— tial quadrilateral superimposed on the distorted gel into grids
r - of smaller convex quadrilaterals, seigy. 6. The corners of
I b the grids are optimized at each iteration step using random
D descent method. The hierarchical processing provides a sin-
gle model for both global distortions (modelled during the
early steps) and local distortions (modelled at the end), pro-
vided a sufficient number and distribution of corresponding
spots is available. A disadvantage of HGT is the large num-
] ber of grid points to be optimized and possibility to overfit to
s . 1 the training data. When comparing HGT to the global poly-
s nomial transformations of order three using cross-validation
(Fig. 5), however, they observed superior warping efficiency
1 n with HGT already at small training set sizé¢ £ 15).
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Fig. 5. Transformation of a distorted gel grid using bhe 144 correspond-

ing spots ofig. 2c. The reference location of the distortion vectors is marked
by dot and the corrected location is at the other end. The gel pair presents se-
vere local distortions that are poorly modelled by global, polynomial warping
functions. PT1: warping with third-order polynomials of one variable along
both axes. PT2: warping with third-order polynomials of two variables along
both axes. As a comparison, more accurate warping can be achieved with
hierarchical grid transformation (HGT), which uses piecewise bilinear warp-
ing functions. The relative errors of three warping methods were 5.3%, 1.6%,
and 0.001%, respectively. Reproduced with permission from [34].
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4.2. Pixel-based warping

Pixel-based warping is typically obtained by maximizing
the correlation between two intensity surfackes (). The
pixelwise correlation coefficient between two digital images |:]

7

corr is defined as:

corr(ly, I2) =

e
-
L
)

where cov is the covariance between two images b e o a3 e |

cov(iy, Ip)=—~ > (Ialx.y) — W), y) - I2). (12) 5?3 g 0 0 L P =y P

1Dl Sep >

Here,D is the domain of the points to be considered for the iy N N PR

registration process. An advantage of using corr as the mea: ] = W esis - 4

sure for the similarity is that it is invariant to the changes both ]_ (4 4 | 4l

in the meand; and /> and in the variances cay( I1) and 4 ; 0 | S 4 .

cov(l2, I2) over the domairD in the two images. The first U . 7

pixel-based warping procedure for 2-DE gels was presented

already in 1992 by Conradsen and Pede[88j They intro- o ]

duced a multiresolution approach with resampling by cubic M

convolution in order to remove global distortions at lower

resolutions and local distortions at higher resolutions. The Fig. 7. Rectangle covering of agelimage in Z3. Reproduced with permission

disparity between the gels is estimated by minimizing sum fom [18]-

of squared difference, which basically is equivalent to cross-

correlation technique. Starting at 6464 resolution the im-  features are stored and a score taking into consideration the

ages are then repeatedly warped with increasing resolutionnumber of spots, their contrast and area is attached to each

until 512 x 512, which corresponds to relative deformation rectangle. This score is used for ruling out rectangles strongly

of 5%][6]. However, no smoothness constraints were consid- 0verlapping with higher score rectangles. A high scoring rect-

ered. angle atthe centre is the first to be considered for pixel-based,
Z3[18] was the first commercial analysis package to per- local shift-warping, and the others are considered in order of

form the raw data based image registration. In fact, Z3 utilizes increasing distance from this seed rectangle Fsge7. The

also spot detection as the registration begins by determiningcollection of all shift vectors from the regions processed so far

a sequence of covering rectangles each containing a smaliS used to generate a global transformation. As more vectors

cluster of spots. This is done by first segmenting the spots inare added the original identity transformation becomes first

the gels with a simple algorithm such as the second deriva-translational (shift), then linear (rotation and scaling), and

tive thresholding. The spot segments along with additional finally a Delaunay transformation (piecewise bilinear map-

o
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Fig. 6. Schematic illustration of the piecewise bilinear mapping of the spots from the distorted coordinate system to the reference systenieuanobitze h
grid transformation (HGT). Dots denote the mapped locations of the distorted points, and the distortion vectors are headed towards the cpreéspomndin
landmark location. (a) The most extreme landmark locations define the initial quadrilateral that is superimposed on the distorted gel systir (loyiiée
points of the initial grid are moved to align the corresponding landmark locations by minimizing the average squared distance. (c) The ingigrglLisdri
subdivided into four identical quadrilaterals by connecting the centre points of the sides of the initial quadrilateral (dashed lines). (d¢dimenpuEnts of
the resulting higher-level grid are optimized based on landmarks within the quadrilaterals. The number of grid points grows in powers of tveooiihtéd on
stopping criteria is satisfied. Reproduced with permission from [35].
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ping). The global shift, rotation, and scaling factors must is a wide range of automatic matching systems that make the
be within the pre-defined limits, or otherwise landsmarks are spatial correction implicit in the method by using different
necessary. Once an iteration of the rectangles does not changeorrespondence techniques, e.g. based on Gabriel déhs
the local shift list, the process is ready and the final transfor- (LIPS system), regular grammdg#2] (HERMeS), or Delau-
mation will be used for mapping the individual pixels. nay triangulation43] (CAROL). Spot alignment provides
Veeser et al[19] presented an alternative way of perform- a matched list of spot features that can be subjected to fur-
ing raw-data registration of gel images. The so-called mul- ther classification analysis using e.g. principal components,
tiresolution image registration (MIR) is a direct registration neural networks, or multidimensional scalipgd—46] An
algorithm without any need for spot detection or landmark- inherent disadvantage of spot-based methods is that precise
ing. Similar to HGT[35], also their method uses a hierarchi- segmentation of all spots is computationally intensive as well
cal approach which implements the coarse-to-fine warping as error prone, which complicates the spot matching process
paradigm to a piecewise bilinear mapping. Instead of random and can lead to false recognition results.
descent, they utilize the gradient of the correlation function  Perhaps the approach with the greatest potential today in-
(Eq. (11) and efficient optimization algorithm for determin-  cludes the pixel-based methods, because they operate directly
ing the best mapping at each resolution. MIR tries to avoid on the original intensity data, and therefore will not lose any
getting stuck into local maxima by using gradually increasing information valuable for correcting distortions and match-
resolutions when refining the grid transforms. Although MIR ing gels. This will also permit a more realistic modelling
shows a significant improvement in terms of better registra- of the gel formation process and systematic errors such as
tion performance when compared to Z3, the results were notcurrent leakage and local distortions. However, the idea of
satisfactory for 19% of the 2-DE gel pairs analyzed. More- using the additional geometric information present in the
over, there were gel pairs that could not be matched due tointensity distribution can be a potential pitfall as well, in
severe local distortion. Recently, a rather similar two-step ap- case the extra information is strongly misleadihg]. Since
proach to pixelwise warping was proposed by Gustafsson etthere are currently only a few methods employing the pixel-
al. [39]. Firstly, the effect of current leakage across the gel based approach and they are under constant development, the
sides is described with a physicochemical model and the in- strengths and weaknesses of this approach have not yet been
dividual images are spatially corrected to remove this effect. sufficiently elucidated. Spot-based correspondence and reg-
Secondly, the corrected image pairs are automatically trans-istration are also subject to active research in pattern recog-
formed using a MIR-type algorithm, where the compromise nition researcfd7—49] so itis likely that more sophisticated
between achieving a good match and introducing smooth de-methods will be introduced in near future that apply the both
formations is formulated as to optimize a penalized likelihood approaches. Consequently, well-defined test experiments will
criterion[40]. be needed to fully compare the different methods. A prob-
lem is that there exists no standard protocol for comparing
2-DE analysis packages, but different researchers have used
5. Discussion their own non-standardized gel sets and varying compari-
son methods. A recent improvement towards a ‘benchmark’
Image analysis of digitized gels is a critical step for suc- of comparison studies is due to Raman et[20], despite
cessful 2-DE-based proteome research. At present, imagesome methodological limitations. For instance, certain extent
analysis is still one of the bottlenecks in 2-DE studies, as itis of subjectivity will always remain when using an expert for
time consuming and requires manual assistance with the soft-counting the number of spots or scoring the matches provided
ware programs available. We presented in this paper a generaby the algorithmg26]. By using several experts and double
review of the basic techniques inimage analysis of 2-DE gels, blind testing, the inter-scorer variability could be estimated
where the main foci were the spatial correction techniques. to assess the real significance of the comparison statistics.
Spot segmentation and quantification techniques were alsoFurthermore, although in computer-generated artificial gels,
mentioned as they conventionally form an integral part of the the exact number, quantity, and pairing of the “proteins” is
2-DE data analysis task. Two main categories can be recog-completely known, these synthetic gels are currently far from
nised in this task: conventional spot-based analysis and ad+epresenting the real world situation. Recently, Rogers et al.
vanced pixel-based analysis. It seems that both approache§50,51]introduced a more realistic artificial image model for
have still notable practical problems. Even if successful anal- objective evaluation of spot detection.
ysis is possible with each technique for good quality gels,  Development of automatic or semi-automatic strategies
more differences between the methods appear when there exfor minimizing the geometric distortion associated with 2-
ist more technical variation (e.g. increased background noise)DE data presents one of the greatest challenges in the 2-DE
or biological variation (e.g. different biological conditions). data analysis. An adoption of hierarchical or multiresolution
An appealing aspect of the spot-based methods is that theyapproach to image warping scheme seems as the best op-
summarize the 2-DE gels as lists of spot features comprisingtion because it permits the removal of geometric distortions
spotlocation, area, and volume. The lists originating from dif- both at local and global scale. At the moment, fully auto-
ferent gels can then be used in the spot matching step. Theranatic pixel-based warping with multiresolution representa-
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tion can successfully correct for high-order and nonlinear teins’ post-translational and other modifications, and ‘inter-
geometric distortion provided that the local deformations are actomics’ studies protein-protein interactions. So far most
smooth enouglil9]. On the other hand, hierarchical spot- proteome studies have focused on expression proteomics
based warping with manually defined landmarks is able to since there are methods readily available, whereas with the
correct also radical local distortions provided the user has latter two techniques are still mostly under development.
introduced some landmarks in the critical gel regif8fs]. However, it is clear that in the future the proteome-wide
As a possible future development, it would be interesting to studies of protein modifications and interactions will be ex-
combine these two approaches to provide more accurate reptremely important to complement the results obtained from
resentation of the geometric relationships between 2-DE gels.expression proteomics, and to give a more complete view
A problem here is the labour and time needed for defining of the biological system under analysis. In expression pro-
even a small set of landmarks, especially when comparingteomics, there are two different strategies available. The tra-
a large number of gel pairs. Although some package suchditional way is to use 2-DE gels for protein separation and
as PDQuest and Progenesis allow nowadays also computerguantification, followed by mass spectrometry for protein
based definition of landmark points, the landmarking pro- identification. A newer way is bypassing gels and using MS
cess whether manual or automatic is complicated and proneboth for protein quantification and identification. One of the
to errors. In some cases, it is difficult to distinguish the true most popular MS-based techniques at present is the isotope
biological variation from experimental variation, e.g. to de- coded affinity tag (ICAT) techniqyé5], where proteins from
termine whether the change in the location of a spot should beone sample are labelled with light and proteins from another
attributed to an experimental distortion of the gel or to a bi- sample with heavy ICAT-label. After labelling, the samples
ological modification of the protein. Experimental variation are mixed, digested into peptides, and the resulting peptides
influences the protein abundance as well, such that the samare separated using multidimensional chromatography be-
amount of the same protein can have different spot intensitiesfore quantification and identification by mass spectrometric
on different gels. methods. The MS-based methods can be almost completely
An extension to the standard 2-DE technique is the dif- automated, whereas running 2-DE gels still requires a lot
ference gel electrophoresis (DIGER], which aims at min- of manual work. In addition, 2-DE gels show systematic
imising gel-to-gel variation in comparison studies. In DIGE, bias against some protein classes, including very big and hy-
two protein samples are derivatized with two different flu- drophobic proteins like membrane proteins, very small pro-
orophores, mixed, and run on a single 2-DE gel. Proteins teins and proteins’ with extremd’g, so that they are un-
are detected using two different excitation/emission filters derrepresented or absent in the gels [56]. It has been shown
generating two different images. These images can then bethat MS-based methods are suitable also for these protein
directly overlaid, and relative guantification between samples classes [57].
performed. At present, DIGE suffers from certain drawbacks.  Despite the above mentioned pitfalls, 2-DE is still the
First, the labelling reagents are expensive and scanning of themethod of choice for separating very complex protein mix-
images requires special instrumentation. In addition, only tures. In addition, 2-DE gels are capable of separating protein
1-2% of the total samples are labelled, and the unlabelledisoforms into distinct spots, whereas in MS-based methods
proteins migrate into slightly different location in the 2-DE the data from different isoforms is usually lost. Therefore, it
gel. Therefore, the resulting 2-DE gel needs to be stainedis clear that in the future 2-DE and MS-based methods will
with some other dye to visualise proteins that will be se- be used as complementary tools in proteome studies.
lected, e.g. for mass spectrometric identification. Moreover,
the sensivity of DIGE is worse than, e.g. the sensitivity of sil-
ver staining, and the less abundant proteins in the gels usually
remain undetected. The quantification results obtained with
DIGE can be improved by incorporating a pooled ‘standard’
_sample Iabell_ed with a third dye, which is used to normal- (1] PH. O'Farrell, J. Biol. Chem. 250 (1975) 4007.
ize the protein abundance measurements across the exper{z] m. Quadroni, P. James, Electrophoresis 20 (1999) 664.
iments[53]. If a similar approach to spatial correction for  [3] R. Westermeier, Electrophoresis in Practice, third ed., Wiley-VCH,
traditional 2-DE gel analysis could be developed, it would 2001.
dramatically improve not only the gel matching process, but [#] T- Rabilloud, Proteome Research: Two-Dimensional Gel Elec-
. . . trophoresis and Identification Methods, Springer-Verlag, Berlin,
also the manggement and analysis of 2-DE ge_ls in general, in Heidelberg, 2000.
terms of helping to create an accurate and universal standard(s) m.p. Molley, E.E. Brzezinski, J. Hang, M.T. McDowell, R.A. Van
for representing, sharing, and intergrating 2-DE gel images Bogelen, Proteomics 3 (2003) 1912.
and associated proteome dfi4]. [6] A.W. Dowsey, M.J. Dunn, G.-Z. Yang, Proteomics 3 (2003) 1567.
Proteome studies in general can be considered to oper- [/l R-D- Appel, P-M. Palagi, D. Walther, J.R. Vargas, J.-C. Sanchez,
. . . . F. Ravier, C. Pasquali, D.F. Hochstrasser, Electrophoresis 18 (1997)
ate on three different levels: expression proteomics addresses .-,
question like when, where, and how much proteins are ex- (g . Bossinger, M.J. Miller, K.-P. Vo, E.P. Geiduschek, N.-H. Xuong,
pressed, modification-specific proteomics characterizes pro-  J. Biol. Chem. 254 (1979) 7986.

References



T. Aittokallio et al. / J. Chromatogr. B 815 (2005) 25-37

[9] K.-P. Vo, M.J. Miller, E.P. Geiduschek, C. Nielsen, A. Olson, N.-H.
Xuong, Anal. Biochem. 112 (1981) 258.

[10] P.F. Lemkin, L.E. Lipkin, Comput. Biomed. Res. 14 (1981) 272.

[11] P.F. Lemkin, L.E. Lipkin, Comput. Biomed. Res. 14 (1981) 355.

[12] N.L. Anderson, J. Taylor, A.E. Scandora, B.P. Coulter, N.G. Ander-
son, Clin. Chem. 27 (1981) 1807.

[13] M.M. Skolnick, S.R. Sternberg, J.V. Neel, Clin. Chem. 28 (1982)
969.

[14] A.D. Olson, M.J. Miller, Anal. Biochem. 169 (1988) 49.

[15] R.D. Appel, D.F. Hochstrasser, M. Funk, J.R. Vargas, C. Pellegrini,
A.F. Muller, J.-R. Scherrer, Electrophoresis 12 (1991) 722.

[16] J.I. Garrels, J. Biol. Chem. 264 (1989) 5269.

[17] K.-P. PleiBner, F. Hoffmann, K. Kriegel, C. Wenk, S. Wegner, A.
Sahlstdom, H. Oswald, H. Alt, E. Fleck, Electrophoresis 20 (1999)
755.

[18] Z. Smilansky, Electrophoresis 22 (2001) 1616.

[19] S. Veeser, M.J. Dunn, G.-Z. Yang, Proteomics 1 (2001) 856.

[20] B. Raman, A. Cheung, M.R. Marten, Electrophoresis 23 (2002) 2194.

[21] J. Fanek, J. Vohradsk Electrophoresis 20 (1999) 3483.

[22] T. Voss, P. Haberl, Electrophoresis 21 (2000) 3345.

[23] J.E. Myrick, P.F. Lemkin, M.K. Robinson, K.M. Upton, Appl. Theor.
Electrophoresis 3 (1993) 335.

[24] P. Mahon, P. Dupree, Electrophoresis 22 (2001) 2075.

[25] J.C. Nishihara, K.M. Champion, Electrophoresis 23 (2002) 2203.

[26] A.T. Rosengren, J.M. Salmi, T. Aittokallio, J. Westerholm, R. Lah-
esmaa, T.A. Nyman, O.S. Nevalainen, Proteomics 3 (2003) 1936.

[27] R.D. Appel, J.R. Vargas, P.M. Palagi, D. Walther, D.F. Hochstrasser,
Electrophoresis 18 (1997) 2735.

[28] M.C. Pietrogrande, N. Marchetti, F. Dondi, P.G. Righetti, Elec-
trophoresis 23 (2002) 283.

[29] K. Kriegel, I. Seefeldt, F. Hoffmann, C. Schultz, C. Wenk, V. Regitz-
Zagrosek, H. Oswald, E. Fleck, Electrophoresis 21 (2000) 2637.

[30] L. Vincent, P. Soille, IEEE Trans. Pattern Anal. Mach. Intell. 13
(1991) 583.

[31] J.X. Yan, J.C. Sanches, L. Tonella, K.L. Williams, D.F. Hochstrasser,
Electrophoresis 20 (1999) 738.

[32] M.J. Dutt, K.H. Lee, Electrophoresis 22 (2001) 1627.

[33] L.G. Brown, ACM Comput. Surveys 24 (1992) 325.

37

[34] J. Salmi, T. Aittokallio, J. Westerholm, M. Griese, A. Rosengren,
T.A. Nyman, R. Lahesmaa, O. Nevalainen, Proteomics 2 (2002)
1504.

[35] F.L. Bookstein, IEEE Trans. Pattern Anal. Mach. Intell. 11 (1989)
567.

[36] G. Horgan, A. Creasey, B. Fenton, Electrophoresis 13 (1992) 871.

[37] J.S. Gustafsson, A. Blomberg, M. Rudemo, Electrophoresis 23
(2002) 1731.

[38] C.A. Glasbey, K.V. Mardia, J. R. Statist. Soc. B 63 (2001) 465.

[39] M.M. Skalnick, Clin. Chem. 28 (1982) 979.

[40] P. Vincens, P. Tarroux, Electrophoresis 8 (1987) 100.

[41] F. Hoffmann, K. Kriegel, C. Wenk, Discrete Appl. Math. 93 (1999)
75.

[42] J. Vohradsk, Electrophoresis 18 (1997) 2749.

[43] E. Marengo, E. Robotti, V. Gianotti, P.G. Righetti, D. Cecconi, E.
Domenici, Electrophoresis 24 (2003) 225.

[44] J. Schultz, D.M. Gottlieb, M. Petersen, L. Nesic, S. Jacobsen, I.
Sgndergaard, Electrophoresis 25 (2004) 502.

[45] S. Gold, A. Rangarajan, C.-P. Lu, S. Pappu, E. Mjolsness, Pattern
Recognit. 31 (1998) 1019.

[46] M. Bennamon, Int. J. Pattern Recognit. Artif. Intell. 17 (2003) 1057
(Editorial).

[47] V. M&kinen, Parameterized approximate string matching and local-
similarity-based point-pattern matching, Ph.D. Thesis, Department of
Computer Science, University of Helsinki, Report A-2003-6, 2003.

[48] M. Rogers, J. Graham, R.P. Tonge, Proteomics 3 (2003) 879.

[49] M. Rogers, J. Graham, R.P. Tonge, Proteomics 3 (2003) 887.

[50] W.F. Patton, J. Chromatogr. B 771 (2002) 3.

[51] A. Alban, S.O. Davis, L. Bjorkesten, C. Andersson, E. Sloge, S.
Lewis, I. Currie, Proteomics 3 (2003) 36.

[52] K.-P. PleiRner, T. Eifert, S. Buettner, F. Schmidt, M. Boehme, T.F.
Meyer, S.H.E. Kaufmann, P.-R. Jungblut, Proteomics 4 (2004) 1305.

[53] S.P. Gygi, B. Rist, S.A. Gerber, F. Turecek, M.H. Gelb, R. Aebersold,
Nat. Biotechnol. 17 (1999) 994.

[54] S.P. Gygi, G.L. Corthals, Y. Zhang, Y. Rochon, R. Aebersold, Proc.
Natl. Acad. Sci. U.S.A. 97 (2000) 9390.

[55] D.K. Han, J. Eng, H. Zhou, R. Aebersold, Nat. Biotechnol. 19 (2001)
946.



	Geometrical distortions in two-dimensional gels: applicable correction methods
	Introduction
	Software packages
	Geometric distortions
	Software comparisons

	Spot detection
	Spot segmentation
	Spot quantification

	Image warping
	Spot-based warping
	Pixel-based warping

	Discussion
	References


